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Abstract
This paper seeks to introduce the concepts of measures and measurability, starting from the realm

of probability theory. The goal is to motivate all the concepts, such as compactness, measurable

sets, and σ-algebras, instead of just giving a definition and moving on as most textbooks do.

Learning mathematics to me is a process of discovery, not blind acceptance of definitions.

1 A Crisis in Probability

Suppose we are given a discrete random variable (henceforth r.v.), X, say for example the r.v. repre-

senting the outcome of a dice roll: P (X = x) = 1
6 for x ∈ {1, . . . , 6}. Then, the expected value of X

would be E[X] =
∑
x xP (X = x), which in our example would be 1

6 (1 + 2 + . . .+ 6) = 3.5. However, if

we were to instead consider a continuous r.v., say for example the r.v. Y that takes values uniformly

in [0, 12 ]. Intuitively, we would say that the expected value for this r.v. would be 1
4 . But our formula

for expected value no longer works in the continuous case; instead we must use the analogous formula

E[Y ] =
∫∞
−∞ xfY (x) dx where fY (x) is called the “probability density function” of Y , which in our

example is fY (x) = 2 · 1[0, 12 ](x). Additionally, the probability that X and Y take values in some set

S is respectively
∑
x∈S P (X = x) and

∫
S
f(x) dx.

Because of this disconnect between the discrete and continuous cases, the elementary probability stu-

dent is burdened with learning two different “styles” of probability, in which the continuous case is

treated as a more “abstract analogy” to the very intuitive discrete case, with no concrete meaning

of its own: case in point, the function fY (x) does NOT represent probability (as is obvious from the

fact that it takes on the value 2), but rather a “likelihood”. As such, it can seem at times that this

framework is not elegant or intuitive, or not capturing the “true spirit” of probability theory.

In order to develop a more elegant and intuitive description, let us first look at what functions we are,

in a sense, integrating in the above examples:
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As you can see, the values that the r.v.’s take are on the x-axis, and the corresponding probabil-

ity/likelihood is on the y-axis. But why would we put the values (i.e. the outcomes) of the r.v.’s on

the x-axis?
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Wouldn’t it be more intuitive to put them on the y-axis, and instead use the x-axis as some sort of

way to tell how much or how often the r.v. is taking on that value? For example, if we were to use

this framework on our two examples, it would look like this:
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In this framework, the probability that X and Y take values in some set S is the “size” of the inverse

images X−1(S) and Y −1(S). Notice that both functions are zero outside of [0, 1]. This is intentional,

as we want the underlying space, [0, 1] in this example, to have a “size” of 1, so that the “sizes” of

inverse images can represent the notion of probability well. We usually denote these underlying spaces

Ω; think if it as the setting in which the action takes place. The expected value would be the integrals∫
Ω
X dx and

∫
Ω
Y dx. This framework also gives a lot of flexibility in what X and Y look like exactly,

even with the restriction that they be representing a dice roll or a uniformly random number in [0, 2];

for example, we could also represent X and Y as
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You can check for yourself that the probabilities and expected values are all the same. However,

the astute reader may have noticed that I used the word “size” earlier when I talked about the

probabilities being the “size” of the inverse image. So what exactly is the “size” of a set? This

question is a particularly interesting one — it is the foundational question behind the field of measure

theory. We will begin answering this question on the underlying space Ω = R.

2 A Crisis in Measures

As stated previously, we would like to have some function µ (called a “measure”) to assign a number

form [0,∞] to subsets of R. What properties would we want such a function to have? Well,

� We would like it to agree with our intuition on basic sets that we already “know” the size of,

such as intervals of the form (a, b). Define a function ` (` for “length”) such that `((a, b)) = b−a
(where a and b can take on −∞ and ∞ resp., and where ∅ = (a, a) has length 0). We want

µ(I) = `(I) for all I = (a, b).

� We would like it to be translation invariant: µ(A) = µ(A + t). It would be contrary to our

intuition if we could shift an interval left or right and have it change “size”.
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� For any sequence of sets A1, A2, . . . that are all disjoint (i.e. Ai ∩Aj 6= ∅ =⇒ i = j), we would

like µ to satisfy

µ

( ∞⋃
k=1

Ak

)
=

∞∑
k=1

µ(Ak)

Intuitively, if we have disjoint sets, the “size” of all of them should just be the sum of all of their

“sizes” individually. This property is called “countable additivity”.

� And we would like µ to assign a value to every subset of R. (There is not even a function that

satisfies finite additivity along with the other three properties)

First a couple lemmas about what a function µ satisfying these properties would be like:

Lemma 2.1: monotonicity

If A ⊆ B, µ(A) ≤ µ(B)

Proof: from countable additivity on {A,B\A,∅, . . .}, we have µ(B) = µ(A∪B\A) = µ(A)+µ(B\A) ≥
µ(A) (because µ ≥ 0).�

Lemma 2.2: measure of closed intervals

µ([a, b]) = b− a

Proof: (consider the case first where there are no infinities and a < b). By the first property, µ((a−
ε, b+ ε)) = b− a+ 2ε and µ((a+ ε, b− ε)) = b− a− 2ε. From the previous lemma, and the fact that

µ must assign a number to every set in 2R, it must be that µ([a, b]) = b− a. For the null and infinite

cases, similarly straightforward arguments show the claim. �

Lemma 2.3: countable subadditivity

For any A1, A2, . . . ∈ 2R, µ

( ∞⋃
k=1

Ak

)
≤
∞∑
k=1

µ(Ak)

Proof: consider B1 = A1, B2 = A2 \ A1, B3 = A3 \ (A1 ∪ A2), and so on (by the first lemma,

µ(Bi) ≤ µ(Ai)). These Bi are clearly disjoint, and have union equal to the union of the Ai, and so

the claim follows:

µ

( ∞⋃
k=1

Ak

)
= µ

( ∞⋃
k=1

Bk

)
=

∞∑
k=1

µ(Bk) ≤
∞∑
k=1

µ(Ak) �

Now comes the bad news:

Theorem 2.1: no perfect measures

There does not exist any function µ with the four properties listed above.

Proof: [1] (by Vitali set). For some a ∈ [−1, 1], define the corresponding ã to be the set ã = {a′ ∈
[−1, 1] : a−a′ ∈ Q}; that is, ã is the equivalence class of a (intersected with [−1, 1]) under the equiva-

lence relation x ∼ y ⇐⇒ x−y ∈ Q. Note that for any a′ ∈ ã. |a−a′| ≤ 2 and so a−a′ ∈ Q∩ [−2, 2].
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It is clear that different equivalence classes are disjoint, i.e. ã1 ∩ ã2 6= ∅ =⇒ ã1 = ã2. Define

S := {ã : a ∈ [−1, 1]}. Now (using the Axiom of Choice) define V to be a set that contains exactly

one element from every equivalence class in S (and so for every s ∈ S, V ∩ s has one element).

From the countability of the rationals, denote {r1, r2, . . .} to be an enumeration of all the rationals in

[−2, 2]. For every a ∈ [−1, 1], there is one v ∈ V ∩ ã, which satisfies a− v ∈ Q ∩ [−2, 2], there is some

k such that a− v = rk ⇐⇒ a = v + rk ⇐⇒ a ∈ (rk + V ). Thus,

[−1, 1] ⊆
∞⋃
k=1

(rk + V ) =⇒ 2 = µ([−1, 1]) ≤
∞∑
k=1

µ(rk + V ) =

∞∑
k=1

µ(V ) =⇒ µ(V ) > 0

But notice also that every (rk + V ) ⊆ [−3, 3] because rk ∈ [−2, 2] and V ⊆ [−1, 1], so for any n ∈ N,

n⋃
k=1

(rk + V ) ⊆ [−3, 3] =⇒ µ

(
n⋃
k=1

(rk + V )

)
≤ µ([−3, 3]) = 6

But because µ(V ) > 0, there is N large enough that Nµ(V ) > 6, and so
∑N
k=1 µ(rk+V ) = Nµ(V ) > 6,

while the measure of the union is ≤ 6. The (rk + V ) are all disjoint (because ri + v1 = rj + v2 =⇒
v1 − v2 = rj − ri ∈ Q =⇒ v1 = v2 =⇒ ri = rj =⇒ i = j), and so this contradicts countable (and

finite) additivity. �

Well, what to do? The first three properties are non-negotiable, and it may seem like the fourth is

as well. But, do we really need to have a size for every subset of R? Surely there must be sets that

are so pathological and rarely encountered that they won’t be missed if we set them aside. So if we

do set aside some sets, which sets should we consider? To answer this question, let’s take a step back

and try constructing a measure by hand, and see where problems arise.

3 Outer Measure

Let us take inspiration from Riemann’s construction of integration via upper and lower sums, and

first create some notion of “outer measure” and “inner measure” (applicable to all subsets of R), and

calling the sets on which they agree “measurable”.

Definition 3.1: Lebesgue outer measure

Define µ∗ : 2R → [0,∞] to be µ∗(A) = inf

{ ∞∑
k=1

`(Ik) : A ⊆
∞⋃
k=1

Ik, Ik an open interval

}

To clear up some notation, any sequence of open intervals {Ik} where A ⊆
⋃∞
k=1 Ik is called a (open)

covering of A and
∑∞
k=1 `(Ik) is called the total length of the cover. (This definition should feel very

intuitive; we know how to assign “length” to intervals, so the two most natural generalizations would

be smallest container or largest thing that will fit inside – the first is of course the outer measure we’re

talking about now, and the second is called the inner measure which we will talk about later). Now,
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this function µ∗ obeys several properties:

Lemma 3.1: monotonicity

A ⊆ B =⇒ µ∗(A) ≤ µ∗(B)

Proof: any covering {Ik} of B also covers A. �

Lemma 3.2: countable sets have zero measure

µ∗({x1, x2, . . .}) = 0

Proof: {x1, x2, . . .} ⊆
(
x1 − ε

22 , x1 + ε
22

)
∪
(
x2 − ε

23 , x2 + ε
23

)
∪ . . ., which has a total length of ε. Thus,

the infimum must be 0.�

Lemma 3.3: countable subadditivity

µ∗
( ∞⋃
k=1

Ai

)
≤
∞∑
k=1

µ∗(Ai)

Proof: let Ik1, Ik2, . . . cover Ak s.t.

µ∗
( ∞⋃
i=1

Iki

)
< µ∗(Ak) +

ε

2k

Such a covering exists because µ∗(Ak) is the infimum. If we do this for all Ak, then we get

µ∗
( ∞⋃
k=1

∞⋃
i=1

Iki

)
≤
∞∑
k=1

µ∗
( ∞⋃
i=1

Iki

)
<
∞∑
k=1

µ∗(Ai) + ε

We know that
∞⋃
k=1

Ai ⊆
∞⋃
k=1

∞⋃
i=1

Iki and that {Iki} is countable (b/c N× N is countable), so

µ∗
( ∞⋃
k=1

Ai

)
≤ µ∗

( ∞⋃
k=1

∞⋃
i=1

Iki

)
<
∞∑
k=1

µ∗(Ai) + ε

And because ε is arbitrary, we conclude the proposition.�

Lemma 3.4: approximating from the outside by open sets

inf
{
µ∗(U) : A ⊆ U, U open

}
= µ∗(A)

Proof: we know from Lemma 3.1 that for any U ⊇ A, µ∗(U) ≥ µ∗(A), and so the infimum must also be

≥ µ∗(A). Furthermore, for any ε > 0, we know that there is a cover {Ik} of A which has total length

L < µ∗(A) + ε. U :=
⋃∞
k=1 Ik is obviously covered by {Ik}, and so µ∗(U) must be ≤ L < µ∗(A) + ε.

U is also an open set that contains A, and thus, the infimum value over all open sets that contain A

must be also < µ∗(A) + ε. ε is arbitrary, so we see that the infimum value must be exactly µ∗(A). �
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Note that in our definition of Lebesgue outer measure, we can restrict all our intervals to have length

less than any fixed α; i.e. we can instead define

µ∗(A) = inf

{ ∞∑
k=1

`(Ik) : Ik are open intervals s.t. `(Ik) ≤ α and A ⊆
∞⋃
k=1

Ik

}

This is because given any Ik from the original covering, we can replace it with a finite or countable

collections of intervals of length ≤ α without (much) changing the total length of the covering: in the

case that Ik is not bounded, w.l.o.g. take Ik = (a,∞) (the cases (−∞, b) and (−∞,∞) are analogous),

then we can replace Ik with

Ik ⊆ (a, a+ α) ∪ (a+ α− ε, a+ 2α− ε) ∪ (a+ 2α− 2ε, a+ 3α− 2ε) ∪ . . .

We see that total length of the covering is ∞ in both cases (i.e. with or without the ` ≤ α condition).

If e.g. Ik = (a, b) is bounded, then the following covering with small intervals suffices:

Ik = (a, b) ⊆ (a, a+ α) ∪
(
a+ α− 1

22
ε

2k
, a+ α+

1

22
ε

2k

)
∪ (a+ α, a+ 2α) ∪

(
a+ 2α− 1

23
ε

2k
, a+ 2α+

1

23
ε

2k

)
∪ (a+ (n− 1)α, a+ nα) ∪

(
a+ nα− 1

2n+1

ε

2k
, a+ nα+

1

2n+1

ε

2k

)
∪ . . .

∪ (a+ nα, b)

for some appropriate n. The sum of the lengths of the n intervals above is

= (b− a) +

(
1

2
+

1

22
+ . . .+

1

2n

)
ε

2k
= `(Ik) +

(
2n − 1

2n

)
ε

2k
< `(Ik) +

ε

2k

and so by replacing each Ik with at most countably many small intervals, we get a covering of A, by

countably many (b/c N× N is countable) small intervals, with a total length of <
∞∑
k=1

`(Ik) + ε.

In English, this all tells us that we can go from an arbitrary covering to one with only small intervals,

with the caveat of needing an arbitrarily small amount of additional length.

More explicitly: to prove that the infimum total length for coverings with only small intervals is exactly

µ∗(A), we need to show that for any ε > 0, we can find a cover {Ik} using only small intervals s.t.

the total length of {Ik} is < µ∗(A) + ε. We do this by finding a cover {Jk} (using arbitrary intervals)

s.t. the total length of {Jk} is < µ∗(A) + ε
2 , and then cutting {Jk} into a cover involving only small

intervals, which we know we can do while still keeping the total length < (µ∗(A) + ε
2 ) + ε

2 . QED! Let

us continue listing properties of Lebesgue outer measure:

Lemma 3.5: (finite) additivity for distant sets

d(A,B) := inf{|x− y| : x ∈ A, y ∈ B} > 0 =⇒ µ∗(A ∪B) = µ∗(A) + µ∗(B)
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Proof: let d(A,B) = α > 0; then from above we can just force all our intervals to have length ≤ α
2 .

This would imply that any covering of A∪B could be split into two coverings of A and B respectively,

e.g. by putting each Ik into the covering of A if Ik ∩A 6= ∅ and into the covering of B otherwise. The

reason why we have to first restrict ourselves to intervals of length ≤ α
2 is because this way we can

guarantee that none of the Ik have non-empty intersections with both A and B; if they did then we

would not be guaranteed that we could split the original cover cleanly into two subcovers of A and B.

More clearly the argument is that for any ε > 0, we can find a covering {Ik} with only small intervals

(covering A ∪ B) s.t. the total length is < µ∗(A ∪ B) + ε. We can then split {Ik} into two covers of

A and B respectively. The sum of the total lengths of these two subcovers is clearly the same as the

total length of the original cover, which means that µ∗(A) + µ∗(B) < µ∗(A ∪ B) + ε. Because ε is

arbitrary, this means that µ∗(A) + µ∗(B) ≤ µ∗(A ∪B). Use countable subadditivity (3.3) for ≥. �

Lemma 3.6: inequality regarding outer measure of bounded intervals

For any interval I with endpoints a and b, µ∗(I) ≤ b− a

Proof: I ⊂ (a− ε
2 , b+ ε

2 ) =⇒ µ∗(I) ≤ `((a− ε
2 , b+ ε

2 )) = b− a+ ε. ε is arbitrary, so µ∗(I) ≤ b− a. �

The other direction of Lemma 3.6 turns out to be much trickier to prove, because we need to prove

that for any cover {Ik} of I,
∑∞
k=1 `(Ik) ≥ b − a. The difficulty here lies in the infinite sum, so one

way forward would be to somehow make it so that we only deal with finite sums (where we can use

tools like induction). Well, wouldn’t it be nice if we had a certain type of interval where EVERY open

cover could be reduced to a finite open cover? Indeed it would:

Lemma 3.7: outer measure of compact sets

For any interval I with endpoints a and b with the property that for any open cover {Ik}, there

exists N s.t. I is covered completely by just I1, . . . , IN ,
∑N
k=1 `(Ik) ≥ b− a

Proof: as I hinted before, we proceed by induction. Base case: if N = 1, then I ⊆ I1 implies that

I1 = (c, d) where c ≤ a and d ≥ b and so `(I1) ≥ b− a. 3

Now assuming that the statement holds for all N up to N = n − 1, then I ⊆ I1 ∪ . . . ∪ In−1. b

must be in one of these intervals (or it is the right endpoint of one of them), i.e. there must be

an Ik = (c, d) (via relabeling let it be In) from the open cover s.t. c < b ≤ d. If c ≤ a, `(In) is

obviously ≥ b− a. If not, then we have that a < c < b ≤ d. Now we know that the interval I ∩ [a, c]

is covered by I1 ∪ . . . ∪ In−1. If furthermore this interval has the special finite open cover property,

we can use the induction hypothesis to get that
∑n−1
k=1 `(Ik) must be ≥ c − a, which means that∑n

k=1 `(Ik) =
∑n−1
k=1 `(Ik) + `(In) ≥ (c− a) + (d− c) = d− a ≥ b− a. �

The proof is a bit overburdened with caveats because we have not characterized the intervals with

the special finite open cover property (we don’t even know if such intervals exist!), but at least it

demonstrates that once we do characterize such intervals, we can use the core ideas from this proof

to prove results about the outer measure of those intervals. Now for the characterization:
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Theorem 3.1: Heine-Borel theorem

The sets in R for which every open cover can be reduced to a finite open cover are exactly the

sets which are closed and bounded (in fact, the “finite open cover property” is so important

that we’ll give it a name: compactness. I think this is the best motivation for developing the

concept).

Proof: ( =⇒ ) Let S be compact. First, S must be bounded: consider the open cover {(−k, k)}∞k=1,

which necessarily covers S because
⋃∞
k=1(−k, k) = R. By compactness, S is covered by (−1, 1)∪ . . .∪

(−N,N), and so S ⊆ (−N,N) and so it’s bounded.

S must also be closed: suppose not. Then there is p 6∈ S that is on the boundary. Consider the open

cover {R \ B(p, 1/k)}∞k=1 where B(p, 1/k) is the open ball centered at p with radius 1/k (and the

overline is “closure of”), which must necessarily cover S because

∞⋃
k=1

Ik =
∞⋃
k=1

R \B(p, 1/k) = R \ {p} ⊇ S

By compactness, S can be covered by I1 ∪ . . . ∪ IM , and we know (R \ B(p, 1/M)) and B(p, 1/M)

are disjoint, so we know S and B(p, 1/M) must be disjoint. This means that p is actually not on the

boundary of S (it is in the exterior); contradiction.

( ⇐= ) Suppose F is a closed bounded set in R and C an open cover of F . First consider the case

where F = [a, b]. Define D to be D = {d ∈ [a, b] : [a, d] has a finite subcover from C}. D is not empty

because D must contain at least a, because a must be contained in at least one open set in C.

We want to prove that s = supD is b. Well, [a, b] is closed so the supremum s is also in [a, b]. Suppose

that s < b. Then, there must be some open set G from C that covers (s−δ, s+δ) for some δ > 0. But

we know by definition of s that [a, s− δ
2 ] is covered by finitely many open sets from C, say G1∪. . .∪GN .

But then [a, s + δ
2 ] is also covered by finitely many open sets from C, i.e. G1 ∪ . . . GN ∪ G and so

s is not the supremum; contradiction; thus s ≥ b, so [a, b] can be covered by finitely many sets from C.

Now let F be any arbitrary closed and bounded set in R with open cover C. By boundedness,

F ⊂ [a, b] for some a, b ∈ R. Then C ∪ {R \ F} is an open cover covering R and hence [a, b]. From

the first part, we know that for some M , F ⊂ [a, b] ⊂ G1 ∪ . . . ∪GM ∪ (R \ F ). F obviously is not in

R \ F , so F ⊂ G1 ∪ . . . ∪GM . �

Read through the proof of property 3.7 again, replacing I with [a, b] — it should make more sense this

time around. To summarize, 3.6 and 3.7 give us that µ∗([a, b]) = b− a as one would expect. Finally,

we finish off with two last properties regarding outer measure:

Lemma 3.8: null sets do not impact measure

If N is a null set, i.e. µ∗(N) = 0, then µ∗(A ∪N) = µ∗(A).
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Proof: µ∗(A) ≤ µ∗(A ∪N) = µ∗(A) + µ∗(N) = µ∗(A). �

Lemma 3.9: outer measure of intervals

Any interval I with endpoints a and b (e.g. (a, b) or (a, b], etc.) have outer measure b− a.

Proof: practically trivial by (8) and the fact that µ∗([a, b]) = b − a. Finally, any intervals with ±∞
at their endpoints must have outer measure ∞ because of monotonicity (3.1) applied to larger and

larger bounded intervals contained in those unbounded intervals. �

4 Inner Measure and Bounded Measurability

As promised, we now define Lebesgue inner measure (inspired by Lemma 3.4):

Definition 4.1: Lebesgue inner measure

µ∗ : 2R → [0,∞] is defined as µ∗(A) = sup{µ∗(K) : K ⊆ A,K compact}.

A set with finite outer measure is Lebesgue measurable (sometimes just “measurable”) if its inner and

outer measure agree (the infinite case will be dealt with in a bit, because ∞ in a sense is not precise;

think hypothetically of a scenario where we have a set A in (0,1) with µ∗(A) = 2
3 but µ∗(A) = 1

3 ,

and we copy and paste the set to (1,2) and (2,3) and so on ad infinitum. Then the outer and inner

measure are both ∞, but such a set should clearly not be measurable). However, we will start with a

more restrictive set of sets; those that not only have finite outer measure, but are bounded:

Definition 4.2: bounded Lebesgue measurable

If A is bounded, and if µ∗(A) = µ∗(A), then A is bounded Lebesgue measurable. Denote the

Lebesgue measure of a Lebesgue measurable set to be µ(A) = µ∗(A) = µ∗(A).

The reason why we don’t define inner measure in terms of the length function ` on compact sets

(i.e. sup{
∑∞
k=1 `(Ik) : A ⊇

⋃∞
k=1 Ik, Ik a compact interval}) is because then we would assign inner

measure 0 to the irrational numbers in [0, 1] (call it I[0,1]), when the outer measure of that same set

is 1 (because by 3.8, µ∗(I[0,1]) = µ∗(I[0,1] ∪Q[0,1]) = µ∗([0, 1]) = 1). It would be a pathetic definition

if even something as simple as the irrational numbers in [0, 1] were non-measurable! Let us now dig

into the above definitions; the following three facts should be fairly immediate:

Lemma 4.1: inner measure ≤ outer measure

For any set A, µ∗(A) ≤ µ∗(A).

Proof: K ⊆ A =⇒ µ∗(K) ≤ µ∗(A) and so the sup over all compact K ⊆ A is still ≤ µ∗(A). �

Lemma 4.2: (bounded) intervals are Lebesgue measurable

If I is an interval with endpoints a and b, then µ(I) = µ∗(I) = µ∗(I) = b− a.
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Proof: if a = b, then the inner measure is obviously 0. Otherwise if a < b, then for all ε > 0 small

enough, a + ε < b − ε, and so we [a + ε, b − ε] is a compact set contained in I, which means that

µ∗(I) ≥ µ∗([a+ ε, b− ε]) = b− a+ 2ε. ε was arbitrary, so µ∗(I) ≥ b− a. The other direction follows

from the above lemma (4.1). �

Lemma 4.3: compact sets are Lebesgue measurable

If K is compact, then µ∗(K) = µ∗(K).

Proof: well, K ⊆ K, so µ∗(K) ≤ µ∗(K) (because µ∗(K) takes the sup over the outer measure of all

subsets of K), but the lemma above tells us ≥, and so the quantities must be exactly equal. �

This next theorem is a huge affirmation in our progress — we originally wanted a measure to be

countably additive for all subsets of R (a wish that turned out sadly to be unfullilable), but now we’ll

see that if we stick to Lebesgue measurable sets, everything will work out the way we want it to:

Theorem 4.1: measurable sets are countably additive

For disjoint bounded measurable A1, A2, . . ., and A =
∞⋃
n=1

An, µ∗(A) = µ∗(A) =
∞∑
n=1

µ(An).

Proof: [4](note that the above “bounded” applies to A as well). From countable additivity, we have

that

µ∗(A) ≤
∞∑
n=1

µ∗(An) =

∞∑
n=1

µ(An)

Now fix ε < 0, and choose a sequence of Kn ⊆ An such that for each n ∈ N, µ∗(Kn) ≥ µ∗(An) − ε
2n

(there must be such Kn by the definition of inner measure), where the RHS is equal to µ(An)− ε
2n by

measurability. The Kn are disjoint (being subsets of disjoint An) and compact, and so the distances

between them are positive (see below lemma, 4.4), which means that we can use Lemma 3.5 to get

that for every N ∈ N,

µ∗(K1 ∪ . . . ∪KN ) = µ∗(K1) + . . .+ µ∗(KN ) ≥
N∑
n=1

(
µ(An)− ε

2n

)
≥

(
N∑
n=1

µ(An)

)
− ε

But for all N ∈ N, A ⊇ (K1 ∪ . . . ∪KN ) (where (K1 ∪ . . . ∪KN ) is compact), and so it must be that

for all N ∈ N,

µ∗(A) ≥ µ∗(K1 ∪ . . . ∪KN ) ≥

(
N∑
n=1

µ(An)

)
− ε

and so the inequality holds as we take the limit N →∞. Lastly, ε was arbitrary, and so

µ∗(A) ≥
∞∑
n=1

µ(An) = µ∗(A)

which means that µ∗(A) = µ∗(A), (where the other direction is from 4.1), and µ(A) =
∞∑
n=1

µ(An). �
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In the above proof, we used that if K1 and K2 are compact (actually only one needs to be compact;

the other can just be closed), then d(K1,K2) > 0. We prove this for the sake of being self-contained:

Lemma 4.4: disjoint compact sets are distant

If K1 is compact and K2 is closed, then d(K1,K2) > 0.

Proof: denote Sn := {x ∈ R : d(x,K2) > 1
n}. Now for all x ∈ Sn, d(x,K2) = α > 1

n , which means

that for all k2 ∈ K2, |x− k2| ≥ α, and so for all y ∈ B(x, 12 (α− 1
n )), we have that

α ≤ |x− k2| = |x− y + y − k2| ≤ |x− y|+ |y − k2| < 1
2 (α− 1

n ) + |y − k2|

and so 1
2 (α + 1

n ) < |y − k2|. Because k2 was arbitrarily chosen from K2, the infimum of all such

distances must still be ≥ 1
2 (α+ 1

n ), i.e. d(y,K2) ≥ 1
2 (α+ 1

n ) > 1
n . Thus we’ve found a neighborhood

of x that is also inside Sn, and so all the Sn are open. Furthermore,
⋃∞
n=1 Sn = (R \ K2), because

(R \K2) is open (the complement of a closed set), and so for every x ∈ (R \K2), there is some r > 0

such that B(x, r) ⊆ (R \K2), which means that |x− k2| > r
2 for all k2 ∈ K2, implying of course that

d(x,K2) ≥ r
2 > 0 (and so x is all the Sn for n > 2

r ). {Sn} is hence an open cover of K1, and so by

compactness, K1 is covered by finitely many Sn, say S1, . . . , SN , and so d(K1,K2) ≥ 1
N > 0. �

With Theorem 4.1, we can now prove that open sets are measurable (with the help of a lemma):

Lemma 4.5: open sets are disjoint countable unions of open intervals

If U is an open set, then there are disjoint open intervals I1, I2, . . . such that U =
⋃∞
n=1 In.

Proof: (recall that an interval (a, b) := {x ∈ R : a < x < b}, and that (a, b) =
⋃
a<α<β<b(α, β)). For

all rational x ∈ U , define

Ix =
⋃

x∈(a,b)⊆U

(a, b)

which is itself an open interval (because all the (a, b) are open and share the point x — more explicitly,

for all α, β ∈ Ix, α < β, there must be intervals such that α ∈ (a, b) and β ∈ (c, d); but both intervals

contain x, and so a < x < b and c < x < d, implying that c < d and so (α, β) ⊆ (a, d) = (a, b)∪(c, d) ⊆
Ix, where again α and β were arbitrary in Ix), and a subset of U .

For all irrational x ∈ U , by openness, there is some rx such that B(x, rx) ⊆ U , and so picking any

rational y in B(x, rx), we see that B(x, rx) ⊆ Iy (by definition of Iy). In other words, for all x ∈ U ,

there is q ∈ U ∩Q such that x ∈ Iq, so

U ⊆
⋃

q∈U∩Q
Iq.

For the other direction, note that Iq ⊆ U for all q ∈ U∩Q. Lastly, for all p, q ∈ U∩Q, either Ip = Iq or

Ip∩Iq = ∅ because case one, x ∈ Ip∩Iq =⇒ that Ip∪Iq is an open interval (because Ip and Iq are both

open intervals sharing a point x), and so by the definition of Ip and Iq, Ip ∪ Iq ⊆ Ip, Iq =⇒ Ip = Iq.

Case two is @x ∈ Ip ∩ Iq, i.e. Ip ∩ Iq = ∅. If we want to be more rigorous, we can replace {Ik} with

{Jk}, where we discard all duplicate Ik’s. � (See more proofs here)
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Lemma 4.6: open sets are Lebesgue measurable

If U is any open set, then µ(U) = µ∗(U) = µ∗(U).

Proof: from the lemma above, U can be written as
⋃∞
n=1 In for disjoint In, and so by Lemma 4.2 and

Theorem 4.1, U is Lebesgue measurable. �

We are now almost at the point where we can introduce our most general and useful definition of

measurability; we first have to establish a connection between the inner measure of a set and the

outer measure of its “complement”:

Theorem 4.2: inner measure vs. outer measure of complement

For a bounded set A contained in a bounded open (hence measurable) set X, we have that

µ∗(A) = µ(X)− µ∗(X \A).

Proof: fix any ε > 0. Then, there is some compact K such that µ(K) = µ∗(K) ≥ µ∗(A) − ε.

X \ K is an open set (hence measurable), and so by Theorem 4.1, µ(K) + µ(X \ K) = µ(X). But

(X \K) ⊇ (X \A) =⇒ µ(X \K) = µ∗(X \K) ≥ µ∗(X \A), and so putting everything together we

have

µ∗(A)− ε ≤ µ(K) = µ(X)− µ(X \K) ≤ µ(X)− µ∗(X \A)

On the other hand, countable additivity gives that µ(X) = µ∗(X) ≤ µ∗(X \ A) + µ∗(A) =⇒
µ(X)− µ∗(X \A) ≤ µ∗(A), and so

µ∗(A)− ε ≤ µ(X)− µ∗(X \A) ≤ µ∗(A)

Since ε > 0 was arbitrary, we have the desired equality. �

We now establish a couple equivalent conditions for bounded Lebesgue measurability, the last of which

we will then take as our new definition of measurable:

Lemma 4.7: alternative definition of bounded Lebesgue measurable

A bounded set A (contained in some bounded open set X) is Lebesgue measurable if and only

if µ∗(A) = µ(X)− µ∗(X \A) ⇐⇒ µ(A) + µ∗(X \A) = µ(X).

Proof: using Theorem 4.2, µ∗(A) = µ∗(A) ⇐⇒ µ(X)− µ∗(X \A) = µ∗(A). �

Lemma 4.8: complements (taken in an open set) are measurable

For a bounded Lebesgue measurable set A contained in a bounded open (hence measurable)

set X, (X \A) is also Lebesgue measurable.

Proof: (X\A) is a bounded set in X, and furthermore µ∗(X\A)+µ∗(X\(X\A)) = µ∗(X\A)+µ∗(A) =

µ(X) and so the above lemma tells us that (X \A) is in fact Lebesgue measurable. �
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We would like to now prove that the intersection of two Lebesgue measurable sets A and B, is still

Lebesgue measurable. Unfortunately, the alternate definition doesn’t give us much help, so let’s see

what we can do just from the original definition. Well, from the measurability of A and B, we can find

outer open sets UA and UB and inner compact sets KA and KB with outer measures arbitrarily close

to µ(A) and µ(B) respectively. Now is it the case that UA∩UB and KA∩KB are outer open and inner

compact approximations to A∩B? From a cursory glance, we have that µ(UA∩UB)−µ(KA∩KB) =

µ((UA ∩ UB) \ (KA ∩KB)) ≤ µ((UA \KA) ∪ (UB \KB)) ≤ µ(UA \KA) + µ(UB \KB) is arbitrarily

small, and so it looks like the intersection also is Lebesgue measurable. We formalize things below:

Lemma 4.9: another alternative definition of bounded Lebesgue measurable

A bounded set A is Lebesgue measurable if and only if for every ε > 0, there is an open set U

and compact K such that K ⊆ A ⊆ U and µ∗(U \K) = µ(U \K) < ε (where we removed the

asterisk by 4.8). A satisfying this condition is said to be “bounded open-closed measurable”.

Proof: ( =⇒ ) fix any ε > 0. From Lemma 3.4 and the definition of inner measurability, we can

find open U and compact K such that K ⊆ A ⊆ U and µ(U) < µ∗(A) + ε
2 and µ(K) > µ∗(A) − ε

2 .

But K is a bounded Lebesgue measurable set in an open set U , and so by Lemma 4.7, we have that

µ(K) + µ(U \K) = µ(U) =⇒ µ(U \K) = µ(U)− µ(K) < (µ∗(A) + ε
2 )− (µ∗(A)− ε

2 ) = ε.

( ⇐= ) we have (from 4.7 and the assumption) that µ(U) = µ(U \ K) + µ(K) < ε + µ(K), and so

µ∗(A) ≤ µ(U) < ε+µ(K) ≤ ε+µ∗(A). ε > 0 is arbitrary, and the other direction follows from 4.1. �

Lemma 4.10: intersections are measurable

For bounded Lebesgue measurable sets A,B, A ∩B is also Lebesgue measurable.

Proof: fix any ε > 0. From the above lemma (4.9), we can find UA,KA, UB , and KB such that

KA ⊆ A ⊆ UA, and µ(UA \KA) < ε
2 (likewise for the B sets). Then, because

(UA ∩ UB) \ (KA ∩KB) =
(

(UA ∩ UB) \KA

)
∪
(

(UA ∩ UB) \KA

)
⊆ (UA \KA) ∪ (UB \KB),

we get that µ((UA ∩ UB) \ (KA ∩KB)) ≤ µ((UA \KA) ∪ (UB \KB)) ≤ µ(UA \KA) + µ(UB \KB) <
ε
2 + ε

2 = ε. Obviously, (KA∩KB) ⊆ A∩B ⊆ (UA∩UB), so by 4.9, A∩B must be Lebesgue measurable.

�

Lemma 4.11: countable intersections are measurable

For bounded Lebesgue measurable sets A1, A2, . . ., A =
⋂∞
n=1An is also Lebesgue measurable.

Proof: fix any ε > 0. From 4.9, we have that for all n ∈ N, Kn ⊆ An ⊆ Un and µ(Un \Kn) < ε
2n .

Then, because ( ∞⋂
n=1

Un

)
\

( ∞⋂
n=1

Kn

)
=

∞⋃
n=1

(( ∞⋂
n=1

Un

)
\Kn

)
⊆
∞⋃
n=1

(
Un \Kn

)
,
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we get that

µ

(( ∞⋂
n=1

Un

)
\

( ∞⋂
n=1

Kn

))
≤ µ

( ∞⋃
n=1

(
Un \Kn

))
≤
∞∑
n=1

µ(Un \Kn) <

∞∑
n=1

ε

2n
= ε.

Obviously,
⋂∞
n=1Kn ⊆

⋂∞
n=1An ⊆

⋂∞
n=1 Un, so by 4.9,

⋂∞
n=1An must be Lebesgue measurable. �

Theorem 4.3: strengthening of alternative definition

A bounded set A is Lebesgue measurable if and only if for ALL subsets X of R, µ∗(A ∩X) +

µ∗(X \ A) = µ∗(A ∩X) + µ∗(X ∩ A{) = µ∗(X). A bounded set A satisfying this condition is

said to be “bounded Carathéodory measurable”.

Proof: (⇐= ) simply choose open X ⊇ A and use Lemma 4.7.

( =⇒ ) (inspired by this) for the arbitrary set X, define a sequence of open sets Xn such that Xn ⊇ X
and µ(Xn) < µ∗(X)+ 1

n (we can do this by definition of outer measure). Then, by Lemma 4.7 (because

A is assumed to be Lebesgue measurable, so 4.10 gives that (Xn ∩ A) is Lebesgue measurable in an

open set Xn), we have that µ(Xn) = µ(Xn ∩A) +µ(Xn \ (Xn ∩A)) = µ(Xn ∩A) +µ(Xn \A), and so

µ∗(X) > µ(Xn)− 1
n = µ(Xn ∩A) + µ(Xn \A)− 1

n ≥ µ(X ∩A) + µ(X \A)− 1
n

Because n can be arbitrarily large, we get that µ∗(X) ≥ µ(X ∩ A) + µ(X \ A). The other direction

follows from countable additivity. �

As a recap of this section, we have proved that:

Theorem 4.4: three equivalent definitions of bounded measurable

For a bounded set A, the three notions of bounded measurability: Lebesgue, open-closed, and

Carathéodory, are equivalent; i.e. any bounded set that satisfies one satisfies the other two.

5 Unbounded Measurability and Sigma Algebras

We are now ready to extend our ideas about measurability to unbounded sets — we will propose two

definitions inspired by the bounded measurability definitions from the previous section, and eventually

see that they are equivalent:

Definition 5.1: Carathéodory measurable

For some arbitrary set A, if for every X ⊆ R, µ∗(X∩A)+µ∗(X\A) = µ∗(A∩X)+µ∗(X∩A{) =

µ∗(X), then A is Carathéodory measurable.
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Definition 5.2: open-closed measurable

For some arbitrary set A, if for every ε > 0, there is an open set U and closed F such that

F ⊆ A ⊆ U and µ(U \ F ) < ε, then A is open-closed measurable.

I’ve already told you what the goal of this section is (proving the equivalence of the two definitions),

but along the way, we’ll prove some lemmas and develop some important structures:

Lemma 5.1: countable intersections are open-closed measurable

For arbitrary open-closed measurable sets A1, A2, . . ., A =
⋂∞
n=1An is also open-closed mea-

surable.

Proof: the same proof as Lemma 4.11 with references to Lemma 4.9 replaced with references to

Definition 5.2, “Lebesgue” replaced with “open-closed”, and “K” replaced with “F”. �

Lemma 5.2: intersections are Carathéodory measurable

For arbitrary Carathéodory measurable sets A,B, A ∩B is also Carathéodory measurable.

Proof: for any X ⊆ R, and by the Carathéodory measurability of A and B, we have that

µ∗(X) = µ∗(X ∩A) + µ∗(X ∩A{)

= µ∗((X ∩A) ∩B) + µ∗((X ∩A) ∩B{) + µ∗((X ∩A{) ∩B) + µ∗((X ∩A{) ∩B{)

≥ µ∗(X ∩A ∩B) + µ∗(
(
X ∩A ∩B{

)
∪
(
X ∩A{ ∩B

)
∪
(
X ∩A{ ∩B{

)
)

= µ∗(X ∩ (A ∩B)) + µ∗(X ∩ (A ∩B){)

where the inequality is due to subadditivity. �

We keep seeing these type of results pop up; so far we’ve proved that:

� For general open-closed measurable sets, we established in Lemma 5.1 that countable intersections

preserve general open-closed measurability.

� Carathéodory measurable sets remain Carathéodory measurable after:

– finite intersections (apply induction to the two case in Lemma 5.2)

– complements (obvious from the definition; no caveats about boundedness like in Lemma 4.8)

� Early in section 4, we had Theorem 4.1, which said a countable union of disjoint bounded

Lebesgue measurable sets was also bounded Lebesgue measurable.

� We ultimately showed that bounded (Lebesgue/open-closed/Carathéodory) measurable sets re-

mained bounded measurable after:

– complements within an open set X (Lemma 4.8)

– countable intersections (Lemma 4.11)
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With all these facts in mind, we freestyle a couple definitions (the first condition in these definitions

will always be to make sure we’re talking about non-empty collections):

Definition 5.3: π-system

A collection P of sets (subsets of some overarching set Ω) is called a π-system if

� P is not empty • A,B ∈P =⇒ A ∩B ∈P

Definition 5.4: algebra (or field)

A collection A of sets (subsets of some overarching set Ω) is called an algebra (or a field) if

� ∅ ∈ A • A ∈ A =⇒ A{ = Ω \A ∈ A

� A,B ∈ A =⇒ A ∩B ∈ A (we could replace ∩ with ∪ by DeMorgan’s laws)

Definition 5.5: λ-system

A collection L of sets (subsets of some overarching set Ω) is called a λ-system if

� ∅ ∈ L • A ∈ L =⇒ A{ = Ω \A ∈ L

� disjoint A1, A2, . . . ∈ L =⇒
⋃∞
n=1An ∈ L

Definition 5.6: σ-algebra (or σ-field)

A collection A of sets (subsets of some overarching set Ω) is called a σ-algebra (or σ-field) if

� ∅ ∈ A •A ∈ A =⇒ A{ = Ω \A ∈ A

� A1, A2, . . . ∈ A =⇒
⋂∞
n=1An ∈ A (we could replace ∩ with ∪ by DeMorgan’s laws)

Just to familiarize you with the language, we rephrase our results in the above bulleted list us-

ing the new terminology (notice that ∅ is measurable, which is obvious from the bounded/general

Carathéodory definition):

Example 5.1: fitting previous theorems into new framework

� general open-closed measurable sets form a π-system (where Ω = R)

� general Carathéodory measurable sets form an algebra (where Ω = R)

� bounded (Lebesgue/open-closed/Carathéodory) measurable sets form a λ-system (where

Ω = X for an open bounded set X)

� bounded (Lebesgue/open-closed/Carathéodory) measurable sets form a σ-algebra (where

Ω = X for an open bounded set X)

We are at a good place to finish off the theorem we wanted to prove at the start of the section:
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Theorem 5.1: Carathéodory measurable equivalent to open-closed measurable

For a set A, every X ⊆ R satisfies µ∗(X) = µ∗(X ∩ A) + µ∗(X \ A) if and only if for every

ε > 0, there is an open set U and closed F such that F ⊆ A ⊆ U and µ(U \ F ) < ε.

Proof: the case where A is bounded is done above, so let A be unbounded.

( ⇐= ) if µ∗(X) = ∞, the RHS is also ∞ by the countable additivity inequality, and so the equality

holds. Now we can assume that µ∗(X) < ∞. Then, simply use the proof of ( =⇒ ) in Theorem 4.3

(with the reference to Lemma 4.10 replaced with a reference to Lemma 5.1).

( =⇒ ) fix any ε > 0 and denote S1 = (−1, 1), S2 = (−2,−1]∪[1, 2), . . . , Sn = (−n,−n+1]∪[n−1, n), . . .

(which are all bounded Lebesgue measurable, as disjoint unions of intervals), so that for all n ∈ N,

A ∩ Sn is bounded and Carathéodory measurable (by 5.2). Then, we can apply Theorem 4.4 to get

Kn, Un such that Kn ⊆ A ∩ Sn ⊆ Un and µ(Un \ Kn) < ε
2n . But then we have that

⋃∞
n=1Kn ⊆⋃∞

n=1(A ∩ Sn) = A ⊆
⋃∞
n=1 Un, and that( ∞⋃

n=1

Un

)
\

( ∞⋃
n=1

Kn

)
=

∞⋃
n=1

(
Un \

( ∞⋃
n=1

Kn

))
⊆
∞⋃
n=1

(
Un \Kn

)
,

so

µ

(( ∞⋃
n=1

Un

)
\

( ∞⋃
n=1

Kn

))
≤ µ

( ∞⋃
n=1

(
Un \Kn

))
≤
∞∑
n=1

µ(Un \Kn) <

∞∑
n=1

ε

2n
= ε.

The union of open sets is open, and the union of a locally finite collection of closed sets is closed. �

Remark: one can take the definition of Lebesgue measurability for an unbounded set A to be that

A∩ [−n, n] is Lebesgue measurable for all n ∈ N; I personally did not find this to the most elegant way

to introduce the concept of measurability for unbounded sets (I mean, the choice of [−n, n] is kind of

arbitrary, and one kind of has to know that [−n, n] is measurable before making such a definition),

but the reader can decide whether or not this definition is worth thinking about. An exercise could

be to prove that unbounded Lebesgue measurability ⇐⇒ unbounded Carathéodory measurability.

6 Lebesuge Measure and Extension

We are now fast approaching the finish line; the theorems of this section will all be of great importance,

being after all the fruits of the hard work we’ve done in the last dozen or so pages.

Theorem 6.1: Carathéodory measurable sets form a σ-algebra

The collection C of all sets A such that µ∗(X) = µ∗(X ∩ A) + µ∗(X \ A) for all X ⊆ R is a

σ-algebra.

Proof: [3] as we wrote out in Example 5.1, general Carathéodory measurable sets form an algebra on

R, so we just need to prove either countable unions or countable intersections (we’ll go with unions).
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Consider measurable A1, A2, . . . ∈ C and Bn =
⋃n
k=1Ak, where all the Bn are also in C because we

know C is an algebra. By the definition of Carathéodory measurability, we have that (remembering

that B{
n ⊇ A{ and monotonicity of outer measure):

µ∗(X) = µ∗(X ∩Bn) + µ∗(X ∩B{
n) ≥ µ∗(X ∩Bn) + µ∗(X ∩A{)

= µ∗((X ∩Bn) ∩A1) + µ∗((X ∩Bn) ∩A{
1) + µ∗(X ∩A{)

= µ∗(X ∩A1) + µ∗

(
X ∩

n⋃
k=2

Ak

)
+ µ∗(X ∩A{)

= µ∗(X ∩A1) + µ∗

((
X ∩

n⋃
k=2

Ak

)
∩A2

)
+ µ∗

((
X ∩

n⋃
k=2

Ak

)
∩A{

2

)
+ µ∗(X ∩A{)

= µ∗(X ∩A1) + µ∗(X ∩A2) + µ∗

(
X ∩

n⋃
k=3

Ak

)
+ µ∗(X ∩A{)

= . . . =

n∑
k=1

µ∗(X ∩Ak) + µ∗(X ∩A{)

Because this inequality is true for every n ∈ N, it holds for the limit as n→∞ as well, so

µ∗(X) ≥
∞∑
k=1

µ∗(X ∩Ak) + µ∗(X ∩A{) ≥ µ∗(X ∩A) + µ∗(X ∩A{)

where the second inequality follows by countable subbadditivity of outer measure. The other direction

(≤) also follows by subbadditivity of outer measure, and so we have equality and the claim is proven. �

Because we know that all open intervals are measurable, the above theorem tells us that EVERY set

in the σ-algebra generated by open intervals in R is measurable (this σ-algebra has a name actually:

the Borel sets/subsets of R, denoted B). Here’s a list to give you an idea of what sets B contains:

Example 6.1: Borel sets

� Any open interval is in B because B by definition contains all the open intervals of R.

� By closure of countable unions, any (countable) collection of open intervals is in B; this

means that any open set in R is in B.

� Any closed set is in B because closed sets are (by definition) complements of open sets.

� Any interval of the form (a, b] is in B because (a, b] = (a, a+b2 ) ∪ [a+b2 , b].

� Any singleton {x0} is in B because its closed.

� Any countable list of points {x0, x1, x2, x3, . . .} is in B because it’s just a countable union

of singletons, so e.g. Q ∈ B (and hence the set of irrationals is in B too, by complements)

� The Cantor set =
⋂∞
i=1

⋂3i−1−1
j=1

[
0, 3j+1

3i

]
∪
[
3j+2
3i , 1

]
is in B because it’s a countable inter-

section of unions of closed intervals, which are in B.

18

https://math.stackexchange.com/questions/505358/how-can-i-prove-that-the-cantor-set-is-a-borel-subset-of-0-1


We now have an update to Theorem 4.1 to encompass general measurable sets as well:

Theorem 6.2: Outer measure is countably additive for general Carathéodory measurable sets

For general disjoint measurable A1, A2, . . ., and A =
∞⋃
n=1

An, µ(A) =
∞∑
n=1

µ(An).

Proof: take the equality µ∗(X) =
∑∞
k=1 µ

∗(X ∩Ak) +µ∗(X ∩A{) from the proof of Theorem ??, and

set X = A to yield µ∗(A) =
∑∞
k=1 µ

∗(Ak). We can replace µ∗ with µ because all sets Ai and A are

measurable. �

To recap, we have found a collection B ⊂ 2R such that µ∗, a function taking a set A to the infimum of

the total lengths (according to the baby seedling measure `) over all coverings of A consisting of sets

from O (the set of open intervals), is countably additive for disjoint sets in B. Making the definition:

Definition 6.1: measure on a collection C

A function µ : C → [0,∞] is called a measure on C if for disjoint C1, C2, . . . ∈ C such that

C =
⋃∞
k=1 Ck is also in C, µ(C) =

∑∞
k=1 µ(Ck).

we see that our µ∗ (Lebesgue outer measure) is in fact a measure on B — the Lebesgue measure.

However, the story is not over yet; you see, the machinery we’ve so painstakingly developed? It’s not

just good for R. Let’s say we have some overarching set Ω and some collection C of subsets of Ω

(requiring that ∅ ∈ C so the above countable union and sum can be reduced to a finite union/sum,

and that Ω ∈ C to guarantee that a covering exists), and some baby seedling measure m on C. Then

one could define the outer measure to be

Definition 6.2: general outer measure

Define µ∗ : 2Ω → [0,∞] to be µ∗(A) = inf

{ ∞∑
k=1

m(Ck) : A ⊆
∞⋃
k=1

Ck, Ck ∈ C

}

which still satisfies monotonicity and countable subadditivity (the proofs are word-for-word the proofs

of Lemmas 3.1 and 3.3). Measurability can still be defined using the general Carathéodory definition

(which as opposed to the open-closed definition does not require a notion of open or closed):

Definition 6.3: measurable sets

For some arbitrary set A, if for every X ⊆ Ω, µ∗(X∩A)+µ∗(X\A) = µ∗(A∩X)+µ∗(X∩A{) =

µ∗(X), then A is Carathéodory measurable (or just measurable).

which means that the proof of Theorem 6.1 (and Lemma 5.2 before it), and therefore the proof

of Theorem 6.2) carry over word-for-word as well. Finally, in order to get a true extension from

the measure m on C to µ = µ∗ on the σ-algebra generated by C (denoted σ[ C]), we want that

µ∗(C) = m(C) for all C ∈ C (so that µ∗ is in fact an extension of m and not some unrelated

measure), and that all C ∈ C are measurable (in order for Theorems 6.1 and 6.2 to kick in).
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Unfortunately, these claims are not true for arbitrary collections C; take for example Ω = [0, 2] and

C = {∅, [0, 1], (1, 2], (0.5, 1.5),Ω} with m values {0, 1, 1, 10, 2} respectively (check that despite its

weird definition, m is in fact a measure on C as in the definition above; the issue is that Lemma

2.1 need not hold in arbitrary collections C because those collections may not be closed under set

differences) which has that µ∗((0.5, 1.5)) is in fact 2, not m((0.5, 1.5)) = 10. Moreover, the property of

being closed under set differences and unions/intersections is also quite important in the Carathéodory

definition, and so it seems reasonable to consider C that do have those properties. We’ll even give

such collections a name:

Definition 6.4: weak semi-ring

A collection W of sets (subsets of some overarching set Ω) is called a weak semi-ring if

� A,B ∈ W =⇒ A \B ∈ W

� A,B ∈ W =⇒ A ∩B ∈ W (actually unnecessary because A \ (A \B) = A ∩B)

If our collection C is a weak semi-ring, then we’ll be able to get the prove the two remaining claims.

First, some lemmas:

Lemma 6.1: monotonicity for weak semi-rings

If A,B ∈ C and A ⊆ B, m(A) ≤ m(B)

Proof: A is in C, and from the set difference property of weak semi-rings B \A is also ∈ C. Further-

more, A and B \A are disjoint and have union B, which is in C, so by the definition of the measure

m on C, m(B) = m(A) +m(B \A) ≥ m(A) (because m ≥ 0). �

Lemma 6.2: countable subadditivity for weak semi-rings

For any A1, A2, . . . ∈ C such that A =
∞⋃
k=1

Ak is also in C, m(A) ≤
∞∑
k=1

m(Ak)

Proof: consider B1 = A1, B2 = A2 \ A1, B3 = A3 \ (A1 ∪ A2) = (A3 \ A1) ∩ (A3 \ A2), and so on;

i.e. Bn = An \ (A1 ∪ . . . ∪ An−1) = (An \ A1) ∩ . . . ∩ (An \ An−1). By the set difference property

and intersection property of weak semi-rings all the Bn are also ∈ C. From monotonicity (6.1),

µ(Bi) ≤ µ(Ai). These Bi are clearly disjoint, and have union equal to the union of the Ai (i.e.

A ∈ C), and so the claim follows by the definition of the measure m on C and monotonicity:

m(A) = m

( ∞⋃
k=1

Bk

)
=

∞∑
k=1

m(Bk) ≤
∞∑
k=1

m(Ak) �

Now the claims:

Lemma 6.3: µ∗ and m agree for sets in C

For C ∈ C, µ∗(C) = m(C)
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Proof: trivially, µ∗(C) ≤ m(C) because {C,∅, . . .} is a covering of C. For the other direction, consider

any covering {C1, C2, . . .} of C. Now
⋃∞
k=1(Ck ∩ C) = C ∈ C, and (Ck ∩ C) ∈ C by the intersection

property of weak semi-rings, so by countable subadditivity and monotonicity,

m(C) = m

( ∞⋃
k=1

(Ck ∩ C)

)
≤
∞∑
k=1

m(Ck ∩ C) ≤
∞∑
k=1

m(Ck)

Because this inequality is true for every covering, it is true for the infimum, so m(C) ≤ µ∗(C). �

Lemma 6.4: all sets in C are measurable

For all C ∈ C, C is (Carathéodory) measurable; i.e. for all X ⊆ Ω, µ∗(X) = µ∗(X ∩ C) +

µ∗(X \ C)

Proof: fix any ε > 0. By the definition of outer measure, there is a covering {C1, C2, . . .} of X such

that
∑∞
k=1m(Ck) ≤ µ∗(X) + ε. But because all the Ck and C are in C, (Ck ∩ C) and (Ck \ C)

are also in C (by the definition of weak semi-ring), and are disjoint with union Ck, meaning that

m(Ck) = m(Ck ∩C) +m(Ck \C). Furthermore, {(C1 ∩C), (C2 ∩C), . . .} and {(C1 \C), (C2 \C), . . .}
are coverings of (X ∩ C) and (X \ C) respectively, and so putting everything together, we have that

µ∗(X) + ε ≥
∞∑
k=1

m(Ck) =

∞∑
k=1

m(Ck ∩ C) +

∞∑
k=1

m(Ck \ C) ≥ µ∗(X ∩ C) + µ∗(X \ C)

To finish things off, ε > 0 is arbitrary, and the other direction follows by countable subadditivity of

outer measure. �

Example 6.2: weak semi-rings

The collection we started off our study on, O, the set of open intervals is not a weak semi-

ring (an open interval differenced with an open interval is not necessarily open). However, the

collection of half open intervals of the form (a, b] IS a weak semi-ring. Defining m((a, b]) = b−a
(and infinite/null cases appropriately), we recover Lebesgue measure.

Now what if we go into R2? Will the collection of the analogues of half-open intervals, or more

precisely the half-open rectangles (a1, b1]× (a2, b2] form a weak semi-ring? Well, not quite. If we take

A = (1, 3]× (1, 3] and B = (0, 2]× (0, 2], then A \B will look like an L-shaped tromino. However, we

can still break it up into three pieces of the aforementioned form, namely (1, 2]× (2, 3], (2, 3]× (2, 3],

and (2, 3]× (1, 2]. Thus, we define

Definition 6.5: semi-ring

A collection S of sets (subsets of some overarching set Ω) is called a semi-ring if

� A,B ∈ S =⇒ A \B is a disjoint finite union of S1, . . . , Sn ∈ S.

� A,B ∈ S =⇒ A ∩B ∈ S
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and redo the four above lemmas where now C is a semi-ring [2], now as theorems (but with the help

of some more lemmas):

Lemma 6.5: difference of finite union can be written as finite disjoint union

For any A,A1, . . . , An ∈ C (a semi-ring), there is M < ∞ and disjoint sets C1, . . . , CM ∈ C

such that

A \
n⋃
k=1

Ak =

M⋃
k=1

Ck

Proof: by the definition of semi-ring, A \ A1 =
⋃m
k=1 Ck for some m ∈ N and disjoint Ck ∈ C. Then,

A \ (A1 ∪ A2) = (A \ A1) \ A2 = (
⋃m
k=1 Ck) \ A2 =

⋃m
k=1(Ck \ A2) =

⋃m
k=1

⋃mk

i=1Di where for all

k ∈ {1, . . . ,m}, D1, . . . , Dmk
are disjoint and have union Ck \A2. Because the Ck are all disjoint, all

the Di are disjoint; thus, we can reindex the Di to go from i ∈ {1, . . . ,M} where M = m1 + . . .mk

and get that A \ (A1 ∪A2) =
⋃M
i=1Di. The claim for any finite n follows by induction. �

Theorem 6.3: monotonicity for semi-rings

If A,A1, . . . , An ∈ C and
⋃n
k=1Ak ⊆ A,

n∑
k=1

m(Ak) ≤ m(A)

Proof: we know that A and the Ai are in C, and by the above lemma (6.5), A\
⋃n
k=1Ak =

⋃M
k=1 Ck for

disjoint Ck ∈ C. Furthermore, A1, . . . , An, C1, . . . , CM are all disjoint and have union A, which is in

C, so by the definition of the measure m on C, m(A) =
∑n
k=1m(Ak) +

∑M
k=1m(Ck) ≥

∑n
k=1m(Ak)

(because m ≥ 0). �

Theorem 6.4: countable subadditivity for semi-rings

For any A1, A2, . . . ∈ C such that A =
∞⋃
k=1

Ak is also in C, m(A) ≤
∞∑
k=1

m(Ak)

Proof: consider B1 = A1, B2 = A2 \ A1, B3 = A3 \ (A1 ∪ A2), and so on; i.e. Bn = An \
(A1 ∪ . . . ∪ An−1). By the above lemma (6.5), each Bn can be written as a disjoint union of

Cn,1, . . . , Cn,mn
∈ C. From Theorem ?? (monotonicity),

∑mn

k=1m(Cn,k) ≤ m(An). All of these

{C1,1, . . . , C1,m1
, . . . , Cn,1, . . . , Cn,mn

, . . .} are clearly disjoint, and have union equal to the union of

the An (i.e. A ∈ C), and so the claim follows by the definition of the measure m on C and mono-

tonicity:

m(A) = m

( ∞⋃
n=1

mn⋃
k=1

Cn,k

)
=

∞∑
n=1

mn∑
k=1

m(Cn,k) ≤
∞∑
k=1

m(Ak) �

Now the claims:

Theorem 6.5: µ∗ and m agree for sets in C

For C ∈ C, µ∗(C) = m(C)

Proof: trivially, µ∗(C) ≤ m(C) because {C,∅, . . .} is a covering of C. For the other direction, consider
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any covering {C1, C2, . . .} of C. Now
⋃∞
k=1(Ck ∩ C) = C ∈ C, and (Ck ∩ C) ∈ C by the intersection

property of semi-rings, so by countable subadditivity and monotonicity,

m(C) = m

( ∞⋃
k=1

(Ck ∩ C)

)
≤
∞∑
k=1

m(Ck ∩ C) ≤
∞∑
k=1

m(Ck)

Because this inequality is true for every covering, it is true for the infimum, so m(C) ≤ µ∗(C). �

Theorem 6.6: all sets in C are measurable

For all C ∈ C, C is (Carathéodory) measurable; i.e. for all X ⊆ Ω, µ∗(X) = µ∗(X ∩ C) +

µ∗(X \ C)

Proof: fix any ε > 0. By the definition of outer measure, there is a covering {C1, C2, . . .} of X such

that
∑∞
k=1m(Ck) ≤ µ∗(X) + ε. But because all the Ck and C are in C, (Ck ∩C) ∈ C and (Ck \C) =⋃mk

i=1Dk,i for Dk,i ∈ C (by the definition of semi-ring), and where the sets {(Ck∩C), Dk,1, . . . , Dk,mk
}

are all disjoint with union Ck, meaning that m(Ck) = m(Ck ∩ C) +
∑mk

i=1m(Dk,i). Furthermore,

{(C1 ∩C), (C2 ∩C), . . .} and {D1,1, . . . , D1,m1
; . . . ;Dk,1, . . . , Dk,mk

; . . .} are coverings of (X ∩C) and

(X \ C) respectively, and so putting everything together, we have that

µ∗(X) + ε ≥
∞∑
k=1

m(Ck) =

∞∑
k=1

m(Ck ∩ C) +

∞∑
k=1

mk∑
i=1

m(Dk,i) ≥ µ∗(X ∩ C) + µ∗(X \ C)

To finish things off, ε > 0 is arbitrary, and the other direction follows by countable subadditivity of

outer measure. �

To summarize the main result of this section and the culmination of our twenty pages of work, we

give the statement of the famed Carathéodory extension theorem:

Theorem 6.7: Carathéodory extension theorem

Let Ω be some overarching set, and let C be a semi-ring of subsets of Ω. Let m be a measure

on C. Then,

µ∗(A) = inf

{ ∞∑
k=1

m(Ck) : A ⊆
∞⋃
k=1

Ck, Ck ∈ C

}
is a measure on σ[ C] satisfying µ∗(C) = m(C) for all C ∈ C.

Remark: there are statements about the uniqueness of the extension as well; perhaps I will expand

upon this at some later revision of the document.

Concluding Remarks

The Carathéodory extension theorem opens many doors for us; in one fell swoop, we have Lebesgue

measure on the Borel sets of Rn, for ALL n ∈ N (and in far more general spaces). From here,

one can define a very powerful theory of integration on very general spaces. However, to tie back
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into the opening section on probability, the Carathéodory extension theorem allows us to think of

distribution functions as measures. As a high level overview, let X : Ω → R be some function on

some Ω equipped with a measure P such that P (Ω) = 1. Then, define the cumulative distribu-

tion function FX(x) to be P (X−1(−∞, x]), otherwise denoted as P ([X ≤ x]). Then, it is clear that

P ([a < X ≤ b]) = FX(b)−FX(a). FX is clearly a function R→ [0, 1], but we can change our perspec-

tive a little bit. Define FX((a, b]) to be FX(b)−FX(a). Now, this is a measure on the semi-ring of sets

of the form (a, b] ⊂ R, which we can extend to the Borel sets of R by the extension theorem. In this

way, we’ve transformed a question about distribution functions to measures. (In general, measures

defined this way are called Lebesgue-Stieltjes measure).

Moreover, the extension theorem can be used to construct arbitrary product measures (not just on

Rn), and with additional work (the Kolmogorov extension theorem), we can get measures on infinite

dimensional spaces, which can be used in probability theory to construct stochastic processes in con-

tinuous time. For those with less interest in probability, the “outer measure to bona-fide measure”

part of the proof (i.e. ignoring the baby seedling measure and the semi-ring of starting sets), one can

construct the Hausdorff measure, which is of great importance in pure analysis.

This is just a taste of measure-theoretic probability, and there is much to look forward to/be inter-

ested in. With measures, one gives probability a rigorous framework on which to build, and allows

mathematicians to study questions about randomness and chance with the powerful tools of analysis.

Without measure theory, the tools available were vague notions about chance, combinatorics, and dis-

tribution functions (which are notoriously difficult to calculate, usually involving messy integrals), but

with measure theory, we can study the random variables themselves as functions, distribution func-

tions as measures, expectations as integrals, information as the sets available to us in the σ-algebras,

and limiting behavior as convergence of functions/measures/integrals/σ-algebras.
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